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1 Introduction

Start with a category with tensor products and a good theory of duals (technically a spherical tensor category \cite{1}, or slightly more generally a spherical 2-category \cite{1}), such as the category of representations of a quantum group, or the category of bimodules coming from a subfactor. Fix your favorite object in this tensor category. Then the Hom-spaces between arbitrary tensor products of the chosen object and its dual fit together into a structure called a planar algebra (a notion due to Jones \cite{17}) or the roughly equivalent structure called a spider (a notion due to Kuperberg \cite{25}). Encountering such an object should tempt you to participate in:

The Kuperberg Program: Give a presentation by generators and relations for every interesting planar algebra. Generally it’s easy to guess some generators, and not too hard to determine that certain relations hold. You should then aim to prove that the combinatorial planar algebra given by these generators and relations agrees with your original planar algebra. Ideally, you also understand other properties of the original category (for example positivity, being spherical, or being braided) in terms of the presentation.

The difficulty with this approach is often in proving combinatorially that your relations are self-consistent, without appealing to the original planar algebra. Going further, you could try to find explicit ‘diagrammatic’ bases for all the original Hom spaces, as well as the combinatorial details of $6-j$ symbols or ‘recombination’ rules.

This program has been fulfilled completely for the $A_n$ subfactors (equivalently, for the representation theory of $U_q(\mathfrak{sl}_2)$ at a root of unity), for all the subfactors coming from Hopf algebras \cite{7} \cite{8} \cite{23} \cite{24}, and for the representation categories of the rank 2 quantum groups \cite{25} \cite{21}. Some progress has been made on the representation categories of $U_q(\mathfrak{sl}_n)$ for $n \geq 4$ \cite{20} \cite{20} \cite{27}. Other examples of planar algebras which have been described or constructed by generators and relations include the BMW and Hecke algebras \cite{17} \cite{6}, the Haagerup subfactor \cite{31}, and the Bisch-Haagerup subfactors \cite{3} \cite{4}.

In this paper we apply the Kuperberg program to the subfactor planar algebras corresponding to $D_{2n}$. The $D_{2n}$ subfactors are one of the two infinite families (the other being $A_n$) of subfactors of index less than 4. Also with index less than 4 there are two sporadic examples, the $E_6$ and $E_8$ subfactors. See \cite{11} \cite{30} \cite{13} \cite{22} for the story of this classification.

The reader familiar with quantum groups should be warned that although $D_{2n}$ is related to the Dynkin diagram $D_{2n}$, it is not in any way related to the quantum

\footnote{Recall that a monoidal category is just a 2-category with one object. Subfactor planar algebras are 2-categories with two objects but still have a good spherical theory of duals for morphisms. In general one could consider any 2-category with a good theory of duals. Watch out that our terminology differs from \cite{26}. There the phrase ‘spherical 2-category’ refers to a monoidal 2-category which we think would better be called a spherical monoidal 2-category or a spherical 3-category.}
group $U_q(\mathfrak{so}_{4n})$. To get from $U_q(\mathfrak{so}_{4n})$ to the $D_{2n}$ diagram you look at its roots. To get from the $D_{2n}$ subfactor to the $D_{2n}$ diagram you look at its fusion graph. The fusion graph of a quantum group is closely related to its fundamental alcove, not to its roots. Nonetheless the $D_{2n}$ subfactor is related to quantum groups! First, it is a quantum subgroup of $U_q(\mathfrak{so}_2)$ in the sense of [22]. To make matters even more confusing, the $D_{2n}$ subfactor is related via level-rank duality to the quantum group $U_q(\mathfrak{so}_{2n-2})$; see [28] for details.

The $D_{2n}$ subfactors were first constructed in [19], using an automorphism of the subfactor $A_{4n-3}$. (This ‘orbifold method’ was studied further in [30, 35].) Since then, several papers have offered alternative constructions; via planar algebras, in [18], and as a module category over an algebra object in $A_{4n-3}$, in [22]. In this paper we’ll show an explicit description of the associated $D_{2n}$ planar algebra, and via the results of [17, 32] or of [16] this gives an indirect construction of the subfactor itself.

Our goal in this paper is to understand as much as possible about the $D_{2n}$ planar algebra on the level of planar algebras – that is, without appealing to subfactors, or any structure beyond the combinatorics of diagrams. We also hope that our treatment of the planar algebra for $D_{2n}$ by generators and relations nicely illustrates the goals of the Kuperberg program, although more complicated examples will require different methods.

Our main object of study is a planar algebra $\mathcal{P}A(S)$ defined by generators and relations.

**Definition 1.1** Fix $q = \exp(\pi i)$. Let $\mathcal{P}A(S)$ be the planar algebra generated by a single “box” $S$ with $4n - 4$ strands, modulo the following relations.

1. A closed circle is equal to $[2]_q = (q + q^{-1}) = 2\cos(\frac{\pi}{4n-2})$ times the empty diagram.
2. Rotation relation: \[
\begin{array}{c}
\cdots \\
\circ \\
\cdots \\
\end{array}
\quad = i \cdot 
\begin{array}{c}
\cdots \\
S \\
\cdots \\
\end{array}
\]
3. Capping relation: \[
\begin{array}{c}
\cdots \\
\circ \\
\cdots \\
\end{array}
\quad = 0
\]
4. Two $S$ relation: \[
\begin{array}{c}
\cdots \\
S \\
\cdots \\
\end{array}
\quad = [2n - 1]_q \cdot 
\begin{array}{c}
\cdots \\
\fbox{f(4n-4)} \\
\cdots \\
\end{array}
\]

This paper uses direct calculations on diagrams to establish the following theorem:

**The Main Theorem** $\mathcal{P}A(S)$ is the $D_{2n}$ subfactor planar algebra; that is,

1. the space of closed diagrams is 1-dimensional,
(2) \( \mathcal{PA}(S) \) is spherical,
(3) the principal graph of \( \mathcal{PA}(S) \) is the Dynkin diagram \( D_{2n} \), and
(4) \( \mathcal{PA}(S) \) is unitary, that is, it has a star structure for which \( S^* = S \), and the associated inner product is positive definite.

Many of the terms appearing in this statement will be given definitions later, although a reader already acquainted with the theory of subfactors should not find anything unfamiliar.

In this paper our approach is to start with the generators and relations for \( \mathcal{PA}(S) \) and to prove the Main Theorem from scratch. The first part of the Main Theorem in fact comes in two subparts; first that the relations given in Definition 1.1 are consistent (that is, \( \mathcal{PA}(S)_0 \neq 0 \)), and second that every closed diagram can be evaluated as a multiple of the empty diagram using the relations. These statements appear as Corollary 3.4 and as Theorem 3.6. Corollary 3.5 proves that \( \mathcal{PA}(S) \) is spherical.

Our main tool in showing all of this is a ‘braiding up to sign’ on the entire planar algebra \( D_{2n} \); the details are in Theorem 3.2. It is well-known that the even part of \( D_{2n} \) is braided (for example [22]), but we extend that braiding to the whole planar algebra with the caveat that if you pull \( S \) over a strand it becomes \(-S\). In a second paper [28], we will give results about the knot and link invariants which can be constructed using this planar algebra. From these, we can derive a number of new identities between classical knot polynomials.

In Section 4.1, we will describe the structure of the tensor category of projections, essentially rephrasing the concepts of fusion algebras in planar algebra language. Some easy diagrammatic calculations then establish the third part of the main theorem. Section 4.2 exhibits an orthogonal basis for the planar algebra, and the final part of the main theorem becomes an easy consequence. Finally, Appendix A describes a family of related planar algebras, and sketches the corresponding results.

In addition to our direct approach, one could also prove the main theorem in the following indirect way. First take one of the known constructions of the subfactor \( D_{2n} \). By [17] the standard invariant of \( D_{2n} \) gives a planar algebra. Using the techniques in [18] and [15], find the generator and some of the relations for this planar algebra. At this point you’ll have reconstructed our list of generators and relations for \( \mathcal{PA}(S) \). However, even at this point you will only know that the \( D_{2n} \) planar algebra is a quotient of \( \mathcal{PA}(S) \). To prove that \( D_{2n} = \mathcal{PA}(S) \) you would still need many of the techniques from this paper. In particular, using all the above results only allows you to skip Section 3.3 and parts of Section 4.2 (since positive definiteness would follow from non-degeneracy of the inner product and positivity for \( D_{2n} \)).

We’d like to thank Stephen Bigelow, Vaughan Jones, and Kevin Walker for interesting conversations. During our work on this paper, Scott Morrison was at Microsoft Station Q, Emily Peters was supported in part by NSF Grant DMS0401734 and Noah Snyder was supported in part by RTG grant DMS-0354321.

\footnote{Although perhaps they should watch out — we’ll define the principal graph of a planar algebra by a slightly different route than usual, failing to mention either the basic construction [14], or bimodules over a von Neumann algebra [3].}
2 Background

In this section we remind the reader what a planar algebra is, and recall a few facts about the simplest planar algebra, Temperley-Lieb.

2.1 What is a planar algebra?

A planar algebra is a gadget specifying how to combine elements in planar ways, rather as a “linear” algebra is a gadget in which one can combine elements, given a linear ordering. For example,

\[ f \circ g \circ h \quad \text{versus} \quad \text{Figure} \]

Planar algebras were introduced in [17] to study subfactors, and have since found more general use.

In the simplest version, a planar algebra \( P \) associates a vector space \( P_k \) to each natural number \( k \) (thought of as a disc in the plane with \( k \) points on its boundary) and associates a linear map \( P(T) : P_{k_1} \otimes P_{k_2} \otimes \cdots \otimes P_{k_r} \to P_{k_0} \) to each ‘spaghetti and meatballs’ or ‘planar tangle’ diagram \( T \) with internal discs with \( k_1, k_2, \ldots, k_r \) points and \( k_0 \) points on the external disc. For example,

\[ \text{Figure} \]

gives a map from \( V_7 \otimes V_5 \otimes V_5 \to V_7 \). Such maps (the ‘planar operations’) must satisfy certain properties: radial spaghetti induces the identity map, and composition of the maps \( P(T) \) is compatible with the obvious composition of spaghetti and meatballs diagrams by gluing some inside another. When we glue, we match up base points; each disk’s base point is specified by a bullet.

The reason for these bullets in the definition is that they allow us to keep track of pictures which are not rotationally invariant. For example, in Definition [17] we have used the marked points to indicate the way the generator \( S \) behaves under rotation. Nevertheless we use the following conventions to avoid always drawing a bullet. Instead of using marked points we will often instead use a “rectangular” picture in which some of the strings go up, some go down, but none come out of the sides of generators. This leaves a gap on the left side of every picture and the convention is that the marked points always lie in this gap. Further, if we neglect to draw a bounding disk, the reader should imagine a rectangle around the picture (and therefore put the marked point on the left). For example, the following pictures represent the same element of a planar algebra: \( S \) rotated by one ‘click’.
There are some special planar tangles which induce operations with familiar names. First, each even vector space $P_{2k}$ becomes an associative algebra using the ‘multiplication’ tangle:

Second, there is an involution $\overline{\cdot} : P_{2k} \to P_{2k}$ given by the ‘dualising’ tangle:

Third, for each $k$ there is a trace $\text{tr} : P_{2k} \to P_0$:

If $P_0$ is one-dimensional, this map really is a trace, and we can use it (along with multiplication) to build a bilinear form on $P_{2k}$ in the usual way.

A subfactor planar algebra is the best kind of planar algebra; it has additional properties which make it a nice place to work. First and foremost, $P_0$ must be one-dimensional. In particular, a closed circle is equal to a multiple of the empty diagram, and the square of this multiple is called the index of the planar algebra. Note that this implies that the zero-ary planar operations, namely the ‘vegetarian’ diagrams without any meatballs, induce the Temperley-Lieb diagrams (see below, §2.2) as elements of the subfactor planar algebra. There is thus a map $\mathcal{T}L_{2k} \to P_{2k}$, although it need be neither surjective nor injective.

Second, subfactor planar algebras have the property that only spaces for discs with an even number of boundary points are nonzero. Third, subfactor planar algebras
must be spherical, that is, for each element \( T \in \mathcal{P}_2 \), we have an identity in \( \mathcal{P}_0 \):

\[
\begin{pmatrix}
T
\end{pmatrix} = \begin{pmatrix}
\end{pmatrix}.
\]

Fourth, there must be an anti-linear adjoint operation \( \ast : \mathcal{P}_k \to \mathcal{P}_k \) such that the sesquilinear form given by \( \langle x, y \rangle = \text{tr}(y^*x) \) is positive definite. Further, \( \ast \) on \( \mathcal{P} \) should be compatible with the horizontal reflection operation \( \ast \) on planar tangles. In particular, this means that the adjoint operation on Temperley-Lieb is reflection in a horizontal line.

Finally note that we use “star” to indicate the adjoint, and “bar” to indicate the dual. We apologize to confused readers for this notation.

One useful way to generalize the definition of a planar algebra is by introducing a ‘spaghetti label set’ and a ‘region label set,’ and perhaps insist that only certain labels can appear next to each other. When talking about subfactor planar algebras, only two simple cases of this are required: a ‘standard’ subfactor planar algebra has just two region labels, shaded and unshaded, which must alternate across spaghetti, while an ‘unshaded’ subfactor planar algebra has no interesting labels at all.

From this point onwards, we’ll be using the unshaded variety of planar algebra, essentially just for simplicity of exposition. The reader can easily reconstruct the shaded version of everything we say; checkerboard shade the regions, ensuring that the marked point of an \( S \) box is always in an unshaded region. This necessitates replacing relation 2 in Definition 1.1 so that instead the “2 click” rotation of the \( S \) box is \(-1\) times the original unrotated box. The one point at which reintroducing the shading becomes subtle is when we discuss braidings in \$3.2\$.

### 2.2 The Temperley-Lieb (planar) algebra

We work over the field \( \mathbb{C}(q) \) of rational functions in a formal variable \( q \). It is often notationally convenient to use quantum numbers.

**Definition 2.1** The \( n^{\text{th}} \) quantum number \([n]_q\) is defined as

\[
[q^n - q^{-n}] / [q - q^{-1}] = q^{n-1} + q^{n-3} + \cdots + q^{-n+1}.
\]

Now let’s recall some facts about the Temperley-Lieb algebra.

**Definition 2.2** A Temperley-Lieb picture is a non-crossing matching of \( 2n \) points around the boundary of a disc, with a chosen first point.

In practice, Temperley-Lieb pictures are often drawn with the points on two lines, and the chosen first point is the one on the top left.
Definition 2.3  The vector space $\mathcal{T}_L^{2n}$ has as a basis the Temperley-Lieb pictures for $2n$ points. These assemble into a planar algebra by gluing diagrams into planar tangles, and removing each closed circle formed in exchange for a coefficient of $[2]_q = q + q^{-1}$.

Temperley-Lieb is a subfactor planar algebra (with the adjoint operation being horizontal reflection) except that the sesquilinear form need not be positive definite (see §2.3). Some important elements of the Temperley-Lieb algebra are

- The identity (so-called because it’s the identity for the multiplication given by vertical stacking):

$$1 = \begin{array}{c}
\vdots \\
\vdots \\
\vdots
\end{array}$$

- The Jones projections in $\mathcal{T}_L^{2n}$:

$$e_i = [2]_q^{-1} \begin{array}{c}
\vdots \\
\vdots \\
\vdots
\end{array} \begin{array}{c}
\cap \\
\cap \\
\cap
\end{array} \begin{array}{c}
\vdots \\
\vdots \\
\vdots
\end{array} ; \quad i \in \{1, \ldots, n-1\};$$

- The Jones-Wenzl projection $f^{(n)}$ in $\mathcal{T}_L^{2n}$: The unique projection with the property

$$f^{(n)} e_i = e_i f^{(n)} = 0, \text{ for each } i \in \{1, \ldots, n-1\};$$

- The crossing in $\mathcal{T}_L^4$:

$$\begin{array}{c}
\cap \\
\cup
\end{array} = iq^{1/2} \begin{array}{c}
\cap \\
\cup
\end{array} - iq^{-1/2} \begin{array}{c}
\cap \\
\cup
\end{array} .$$

Recall that the crossing satisfies Reidemeister relations 2 and 3, but not Reidemeister 1. Instead the positive twist factor is $iq^{3/2}$.

Fact  Here are some useful identities involving the Jones-Wenzl projections:

1. Wenzl’s relation:

$$[m+1]_q \cdot \begin{array}{c}
\vdots \\
\vdots \\
\vdots
\end{array} f^{(m+1)} = [m+1]_q \cdot \begin{array}{c}
\vdots \\
\vdots \\
\vdots
\end{array} f^{(m)} - [m]_q \cdot \begin{array}{c}
\vdots \\
\vdots \\
\vdots
\end{array} f^{(m)} = 0, \quad \text{for each } m \geq 1; \quad (2.1)$$

and $\text{tr}(f^{(m)}) = [m+1]_q$.

2. Partial trace relation:

$$[m]_q \cdot \begin{array}{c}
\vdots \\
\vdots \\
\vdots
\end{array} f^{(m)} = [m+1]_q \cdot \begin{array}{c}
\vdots \\
\vdots \\
\vdots
\end{array} f^{(m-1)}, \quad (2.2)$$
2.3 Temperley-Lieb when \( f^{(4n-3)} = 0 \)

At any ‘special value’ \( q = e^{\frac{i\pi}{4n-2}} \) (equivalently \( \delta = q + q^{-1} = 2\cos\left(\frac{\pi}{4n-2}\right) \)), the Temperley-Lieb planar algebra is degenerate, with radical generated by the Jones-Wenzl projection \( f^{(k+1)} \). We therefore pass to a quotient, by imposing the relation \( f^{(k+1)} = 0 \). In the physics literature \( k \) would be called the level. We’re interested in the case \( k = 4n - 4 \), so \( q = e^{i\pi/(4n-2)} \) and \( \delta = 2\cos\left(\frac{\pi}{4n-2}\right) \). For this value of \( q \), \( [m]_q = [4n - 2 - m]_q \).

We record several facts about this quotient of Temperley-Lieb which we’ll need later. (In the following diagrams, we’re just drawing 3 or 4 parallel strands where we really mean \( 4n - 5 \) or \( 4n - 4 \) respectively; make sure you read the labels of the boxes.)

**Lemma 2.4** Strands cabled by \( f^{(4n-4)} \) can be reconnected.

\[
\begin{array}{c}
\xrightarrow{f^{(4n-4)}} \\
\xleftarrow{f^{(4n-4)}}
\end{array}
\]

\[
\begin{array}{c}
\xrightarrow{f^{(4n-4)}} \\
= \\
\xleftarrow{f^{(4n-4)}}
\end{array}
\]

**Remark.** Any relation in Temperley-Lieb also holds if superimposed on top of, or behind, another Temperley-Lieb diagram; this is just the statement that Temperley-Lieb is braided. We’ll need to use all these variations of the identity in the above lemma later.

**Lemma 2.5**

\[
\begin{array}{c}
\xrightarrow{f^{(4n-4)}} \\
= \\
\xleftarrow{f^{(4n-4)}}
\end{array}
\]

\[
\begin{array}{c}
\xrightarrow{f^{(4n-4)}} \\
= \\
\xleftarrow{f^{(4n-4)}}
\end{array}
\]

\[
\begin{array}{c}
\xrightarrow{f^{(4n-4)}} \\
= \\
\xleftarrow{f^{(4n-4)}}
\end{array}
\]

\[
\begin{array}{c}
\xrightarrow{f^{(4n-4)}} \\
= \\
\xleftarrow{f^{(4n-4)}}
\end{array}
\]

(\textit{the twisted strand here indicates just a single strand, while the 3 parallel strands actually represent } 4n-5 \textit{strands}) and as an easy consequence
The first two equalities hold in Temperley-Lieb at any value of $q$. The third equality simply specialises to the relevant value. Note that the crossings in the above lemma are all undercrossings for the single strand. Changing each of these to an overcrossing for that strand, we have the same identities, with $q$ replaced by $q^{-1}$, and $i$ replaced by $-i$.

**Lemma 2.6** Overcrossings, undercrossings and the 2-string identity cabled by $f^{(4n-4)}$ are all the same.

![Diagram](image)

3 Skein theory

3.1 First consequences of the relations

Recall from the introduction that we are considering the planar algebra $\mathcal{PA}(S)$ generated by a single box $S$ with $4n - 4$ strands, with $q = \exp\left(\frac{\pi i}{4n-2}\right)$, modulo the following relations.

1. A closed circle is equal to $[2]_q = (q + q^{-1}) = 2\cos\left(\frac{\pi}{4n-2}\right)$ times the empty diagram.

2. $S = i \cdot S$

3. $S = 0$

4. $S = [2n - 1]_q \cdot f^{(4n-4)}$

**Remark.** Relation (1) fixes the index $[2]_q^2$ of the planar algebra as a ‘special value’ as in §2.3 of the form $[2]_q = 2\cos\left(\frac{\pi}{k+2}\right)$. Note that usually at special values, one imposes a further relation, that the corresponding Jones-Wenzl idempotent $f^{(k)}$ is
zero, in order that the planar algebra be positive definite. As it turns out, we don’t need to impose this relation by hand; it will follow, in Theorem 3.1, from the other relations.

According to the philosophy of [18, 15] any planar algebra is generated by boxes which satisfy “annular relations” like (2) and (3), while particularly nice planar algebras require in addition only “quadratic relations” which involve two boxes. Our quadratic relation (4), in which the two \( S \) boxes are not connected, is unusually strong and makes many of our subsequent arguments possible. Notice that this relation also implies relations with a pair of \( S \) boxes connected by an arbitrary number of strands.

We record for future use some easy consequences of the relations of Definition 1.1.

**Theorem 3.1** The following relations hold in \( \mathcal{P} \mathcal{A}(S) \).

1. \[
\begin{array}{c}
\includegraphics{relation1.png}
\end{array}
\]

(Here \( 2n - 2 \) strands connect the two \( S \) boxes on the left hand side.)

2. \[
\begin{array}{c}
\includegraphics{relation2.png}
\end{array}
\]

3. \[
\begin{array}{c}
\includegraphics{relation3.png}
\end{array}
\]

4. For \( T, T' \in \mathcal{P} \mathcal{A}(S)_{4n-4} \), if

\[
\begin{array}{c}
\includegraphics{relation4.png}
\end{array}
\]

then \( T = T' \). More generally, if \( T, T' \in \mathcal{P} \mathcal{A}(S)_m \) for \( m \geq 4n - 4 \), and \( 4n - 5 \) consecutive cappings of \( T \) and \( T' \) are equal, then \( T = T' \).

**Proof**

1. This follows from taking a partial trace (that is, connecting top right strings to bottom right strings) of the diagrams of the two-\( S \) relation (4), and applying the partial trace relation from Equation (2.2).

2. This is a straightforward application of the rotation relation (2) and the capping relation (3).

3. Using Wenzl’s relation (Equation (2.1)) we calculate

\[
\begin{array}{c}
\includegraphics{relation5.png}
\end{array}
\]


then replace $[4n - 3]_q$ and $[4n - 4]_q$ by 1 and $[2]_q$, and apply the two $S$ relation thrice, obtaining

$$= \frac{1}{[2n - 1]_q} \frac{1}{[2n - 1]_q} - \frac{[2]_q}{[2n - 2]_q} \frac{[2]_q}{[2n - 1]_q}$$

We can then use the two-$S$ relation on the middle two $S$ boxes of the second picture, and apply the partial trace relation (Equation (2.2)) to the resulting $f^{(4n-4)}$. We thus see

$$= \left( \frac{1}{[2n - 1]_q} - \frac{[2]_q}{[2n - 1]_q} \right) \frac{1}{[2n - 1]_q}$$

$$= 0.$$

(4) Thanks to Stephen Bigelow for pointing out this fact.

On the one hand, $f^{(4n-3)}$ is a weighted sum of Temperley-Lieb pictures, with the weight of 1 being 1:

$$f^{(4n-3)} = 1 + \sum_{P \in \mathcal{T}L_{4n-3}, P \neq 1} \alpha_P \cdot P,$$

On the other hand, $f^{(4n-3)} = 0$. Therefore

$$1 = 1 - f^{(4n-3)} = \sum_{P \in \mathcal{T}L_{4n-3}, P \neq 1} -\alpha_P \cdot P.$$

If $P \in \mathcal{T}L_{4n-3}$ and $P \neq 1$, then $P$ has a cap somewhere along the boundary, so it follows from our hypotheses that $PT = PT'$, and therefore

$$T = \left( \sum_{P \in \mathcal{T}L_{4n-3}, P \neq 1} -\alpha_P \cdot P \right) T = \left( \sum_{P \in \mathcal{T}L_{4n-3}, P \neq 1} -\alpha_P \cdot P \right) T' = T'.$$

□
3.2 A partial braiding

Recall the definition of a crossing given in §2.2. This still defines an element of $\mathcal{PA}(S)$ and, away from $S$ boxes, diagrams related by a framed three-dimensional isotopy are equal in the planar algebra. However, one needs to be careful manipulating these crossings and $S$ boxes at the same time.

**Theorem 3.2** You can isotope a strand above an $S$ box, but isotyping a strand below an $S$ box introduces a factor of $-1$.

\[
\begin{align*}
(1) \quad S & = \quad S \\
(2) \quad S & = - S
\end{align*}
\]

**Proof** (1) This is a straightforward consequence of part 4 of Theorem 3.1. Cap- ping at any position from 2 to $4n - 3$ in either of the above pictures gives zero; the first capping of the lefthand picture is

\[
\begin{align*}
S & = iS,
\end{align*}
\]

and the first capping of the righthand picture is

\[
\begin{align*}
S & = iq^{3/2} S \\
& = iq^{3/2}(iq^{1/2})^{4n-5} S \\
& = iS.
\end{align*}
\]

Thus these two pictures are equal.

(2) This is essentially identical to the previous argument, except that the factor picked up by resolving the crossings of the second picture is

\[
- iq^{-3/2}(-iq^{-1/2})^{4n-5} = -i;
\]

hence the minus sign in the relation.
Remark. Upon reading this paper, one might hope that all subfactor planar algebras are braided, or partially braided. Unfortunately this is far from being the case. For the representation theory of the annular Temperley-Lieb category for $|2|_q > 2$, set out in [12] and in the language of planar algebras in [18], implies that one cannot pull strands across lowest weight generators, even up to a multiple. To see this, resolve all crossings in either of the equations in Theorem 3.2 such an identity would give a linear dependence between “annular consequences” of the generator. For the other $|2|_q < 2$ examples, namely $E_6$ and $E_8$, [2] shows that Equation (1) holds, but not Equation (2), even up to a coefficient. The $|2|_q = 2$ cases remain interesting.

**Corollary 3.3** Any diagram in $\mathcal{P}A(S)$ is equal to a sum of diagrams involving at most one $S$.

**Proof** When a diagram has more than one $S$, use the above relations to move one of the $S$’s next to another one, then apply relation (4) of Definition 1.1 to replace the two $S$’s with a Jones-Wenzl idempotent. Resolve all the crossings and proceed inductively.

**Corollary 3.4** Every closed diagram is a multiple of the empty diagram.

**Proof** By the previous corollary, a closed diagram can be written in terms of closed diagrams with at most one $S$. If a closed diagram has exactly one $S$, it must be zero, because the $S$ must have a cap attached to it somewhere. If a closed diagram has no $S$’s, it can be rewritten as a multiple of the empty diagram using Relation 1 which allows us to remove closed loops.

**Corollary 3.5** The planar algebra $\mathcal{P}A(S)$ is spherical.

**Proof** A braiding always suffices to show that a planar algebra is spherical; even though there are signs when a strand passes underneath an $S$, we can check that $\mathcal{P}A(S)$ is spherical simply by passing strands above everything else in the diagram.

\[
\begin{array}{c}
\includegraphics[scale=0.5]{diagram.png}
\end{array}
\]

3.3 The planar algebra $\mathcal{P}A(S)$ is non-zero

In this section, we prove the following reassuring result.

**Theorem 3.6** In the planar algebra $\mathcal{P}A(S)$ described in Definition 1.1, the empty diagram is not equal to zero.
The proof is fairly straightforward. We describe an algorithm for evaluating any closed diagram in $\mathcal{PA}(S)$, producing a number. Trivially, the algorithm evaluates the empty diagram to 1. We show that modifying a closed diagram by one of the generating relations does not change the result of the evaluation algorithm.

The algorithm we’ll use actually allows quite a few choices along the way, and the hard work will all be in showing that the answer we get doesn’t depend on these choices. After that, checking that using a relation does not change the result will be easy.

**Definition 3.7 (Evaluation algorithm)** This is a function from closed diagrams (no relations) to the complex numbers.

1. If there are at least two $S$ boxes in the diagram, choose a pair of $S$ boxes, and an imaginary arc connecting them. (The arc should be transverse to everything in the diagram.) Multiply by $\frac{1}{2n-1}$, and replace the chosen pair of $S$ boxes with a pair of $f^{(4n-4)}$ boxes, connected by $4n-4$ parallel strands following the arc which cross above any strands of the diagram that the arc crosses (as illustrated in Figure 1). Further, for each $S$ box do the following. Starting at the marked point walk clockwise around the box counting the number of strands you pass before you reach the point where the arc attaches. This gives two numbers; multiply the new picture by $-i$ raised to the sum of these two numbers. Restart the algorithm on the result.

2. If there is exactly one $S$ box in the diagram, evaluate as 0.

3. If there are no $S$ boxes in the diagram, evaluate the diagram in Temperley-Lieb at $q + q^{-1} = 2 \cos(\frac{\pi}{4n-2})$.

**Theorem 3.8** The algorithm is well-defined, and doesn’t depend on any of the choices made.

**Proof** We’ll prove this in five stages.

i If two applications of the algorithm use the same pairing of $S$ boxes, and the same arcs, but replace the pairs in different orders, we get the same answer.

ii If we apply the algorithm to a diagram with exactly two $S$ boxes, then we can isotope the arc connecting them without affecting the answer.

iii Isotoping any arc does not change the answer.

iv Changing the point at which an arc attaches to an $S$ box does not change the answer.

v Two applications of the algorithm which use different pairings of the $S$ boxes give the same answers.

---

$^3$See [25] and [33] for a related idea, sometimes called ‘confluence’.
Figure 1: The main step of the algorithm chooses an arc connecting a pair of $S$ boxes, and replaces them with Jones-Wenzl idempotents connected by $4n-4$ parallel strands that cross above the original strands of the diagram, and inserts a factor of $\frac{(-i)^{0+0}}{[2n-1]_q}$ and a power of $-i$ determined by the attachment points of the arc.

**Stage i** Switching the order of two pairs of $S$ boxes produces Temperley-Lieb diagrams that differ only where the corresponding two arcs intersected; there we see one set of $4n-4$ parallel strands passing either over or under the other set of $4n-4$ parallel strands. However, by Lemma 2.6 these are the same in Temperley-Lieb at $q + q^{-1} = 2 \cos\left(\frac{\pi}{4n-2}\right)$. Thus after Step 3 of the evaluation algorithm we get the same result.

**Stage ii** This follows easily from the fact that Temperley-Lieb is braided, and the final statement in Lemma 2.5.

**Stage iii** In order to isotope an arbitrary arc, we make use of Stage i to arrange that this arc corresponds to the final pair of $S$ boxes chosen. Stage iii then allows us to move the arc.

**Stage iv** Changing the point of attachment of an arc by one step clockwise results in a Temperley-Lieb diagram at Step 3 which differs just by a factor of $i$, according to the first part of Lemma 2.5. See the second part of Figure 1 which illustrates exactly
this situation. This exactly cancels with the factor of $-i$ put in by hand by the algorithm. Furthermore, moving the point of attachment across the marked point does not change the diagram, but does multiply it by a factor of $(-i)^{4n-4} = 1$.

Stage We induct on the number of $S$ boxes in the diagram. If there are fewer than 3 $S$ boxes, there is no choice in the pairing. If there are exactly 3 $S$ boxes, the evaluation is automatically 0.

Otherwise, consider two possible first choices of a pair of $S$ boxes. Suppose one choice involves boxes which we’ll call $A$ and $B$, while the other involves boxes $C$ and $D$. There are two cases depending on whether the sets $\{A,B\}$ and $\{C,D\}$ are disjoint, or have one common element, say $D = A$. If the sets are disjoint, we (making use of the inductive hypothesis), continue the algorithm which first removes $A$ and $B$ by next removing $C$ and $D$, and continue the algorithm which first removes $C$ and $D$ by next removing $A$ and $B$. The argument given in Stage shows that the final results are the same. Alternatively, if the sets overlap, say with $A = D$, we choose some fourth $S$ box, say $E$. After removing $A$ and $B$, we remove $C$ and $E$, while after removing $A$ and $C$ we remove $B$ and $E$, and in each case we then finish the algorithm making the same choices in either application. The resulting Temperley-Lieb diagrams which we finally evaluate in Step 3 differ exactly by the two sides of the identity in Lemma 2.4 (More accurately, in the case that the arcs connecting these pairs of $S$ boxes cross strands in the original diagram, the resulting Temperley-Lieb diagrams differ by the two sides of that equation sandwiched between some fixed Temperley-Lieb diagram; see the remark following Lemma 2.4.)

Proof of Theorem 3.6 We just need to check that modifying a closed diagram by one of the relations from Definition 1.1 does not change the answer.

Relation Make some set of choices for running the algorithm, choosing arcs that avoid the disc in which the relation is being applied. The set of choices is trivially valid both before and after applying the relation. Once we reach Step 3 of the algorithm, the Temperley-Lieb diagrams differ only by the relation, which we know holds in Temperley-Lieb!

Relation Run the algorithm, choosing the $S$ we want to rotate as one of the first pair of $S$ boxes, using the same arc both before and after rotating the $S$. The algorithm gives answers differing just by a factor of $-i$, agreeing with the relation. See Figure 2.

Relation If there’s exactly one $S$ box, the algorithm gives zero anyway. If there’s at least two $S$ boxes, choose the $S$ with a cap on it as a member of one of the pairs. Once we reach Step 3, the $S$ with a cap on it will have been replaced with an $f^{(4n-4)}$ with a cap on one end, which gives 0 in Temperley-Lieb.
Relation When running the algorithm, on the diagram with more $S$ boxes, ensure that the pair of $S$ boxes affected by the relation are chosen as a pair in Step 1 with an arc compatible with the desired application of the relation.

Figure 2: The left hand sides are related by the rotation relation. The algorithm gives the same answer in both cases.

4 The planar algebra $\mathcal{P}A(S)$ is $D_{2n}$

This planar algebra is called $D_{2n}$ because it is the unique subfactor planar algebra with principal graph $D_{2n}$. To prove this we will need two key facts: first that its principal graph is $D_{2n}$, and second that it is a subfactor planar algebra.

In §4.1 we describe a tensor category associated to any planar algebra, and using that define the principal graph. We then check that the principal graph for $\mathcal{P}A(S)$ is indeed the Dynkin diagram $D_{2n}$.

In §4.2 we exhibit an explicit basis for the planar algebra. This makes checking positivity straightforward.

4.1 The tensor category of projections of a planar algebra

In this section we describe a tensor category associated to a planar algebra, whose objects are the ‘projections’. This is essentially parallel to the construction of the tensor category of bimodules over a subfactor. The tensor category described here is in fact isomorphic to that one, although we won’t need to make use of this
We describe the category independently here, to emphasize that it can be constructed directly from the planar algebra, without reference to the associated subfactor.

**Definition 4.1** Given a planar algebra $P$ we construct a tensor category $\mathcal{C}_P$ as follows.

- An object of $\mathcal{C}_P$ is a projection in one of the $2n$-box algebras $P_{2n}$.
- Given two projections $\pi_1 \in P_{2n}$ and $\pi_2 \in P_{2m}$ we define $\text{Hom} (\pi_1, \pi_2)$ to be the space $\pi_2 P_{n-m} \pi_1$ ($P_{n-m}$ is a convenient way of denoting $P_{n+m}$, drawn with $n$ strands going down and $m$ going up.)
- The tensor product $\pi_1 \otimes \pi_2$ is the disjoint union of the two projections in $P_{2n+2m}$.
- The trivial object $1$ is the empty picture (which is a projection in $P_0$).
- The dual $\pi$ of a projection $\pi$ is given by rotating it 180 degrees.

This category comes with a special object $X \in P_2$ which is the single strand. Note that $X = \overline{X}$. We would like to be able to take direct sums in this category. If $\pi_1$ and $\pi_2$ are orthogonal projections in the same box space $P_n$ (i.e. if $\pi_1 \pi_2 = 0 = \pi_2 \pi_1$), then their direct sum is just $\pi_1 + \pi_2$. However, if they are not orthogonal the situation is a bit more difficult. One solution to this problem is to replace the projections with isomorphic projections which are orthogonal. However, this construction only makes sense on equivalence classes, so we use another construction.

**Definition 4.2** Given a category $C$ define its matrix category $\text{Mat}(C)$ as follows.

1. The objects of $\text{Mat}(C)$ are formal direct sums of objects of $C$.
2. A morphism of $\text{Mat}(C)$ from $A_1 \oplus \ldots \oplus A_n \rightarrow B_1 \oplus \ldots \oplus B_m$ is an $m$-by-$n$ matrix whose $(i, j)$th entry is in $\text{Hom}_C (A_j, B_i)$.

If $C$ is a tensor category then $\text{Mat}(C)$ has an obvious tensor product (on objects, formally distribute, and on morphisms, use the usual tensor product of matrices and the tensor product for $C$ on matrix entries). If $C$ is spherical then so is $\text{Mat}(C)$ (where the dual on objects is just the dual of each summand and on morphisms the dual transposes the matrix and dualizes each matrix entry).

**Lemma 4.3** If $\pi_1$ and $\pi_2$ are orthogonal projections in $P_{2n}$, then $\pi_1 \oplus \pi_2 \cong \pi_1 + \pi_2$ in $\text{Mat}(\mathcal{C}_P)$.

**Proof** Define $f : \pi_1 \oplus \pi_2 \rightarrow \pi_1 + \pi_2$ and $g : \pi_1 + \pi_2 \rightarrow \pi_1 \oplus \pi_2$ by $f = (\pi_1 \quad \pi_2)$ and $g = \begin{pmatrix} \pi_1 \\ \pi_2 \end{pmatrix}$. Then $fg = 1_{\pi_1 + \pi_2}$ and $gf = 1_{\pi_1 \oplus \pi_2}$. □

**Definition 4.4** An object $\pi \in \text{Mat}(\mathcal{C}_P)$ is called minimal if $\text{Hom} (\pi, \pi)$ is 1-dimensional.

**Definition 4.5** A planar algebra is called semisimple if every projection is a direct sum of minimal projections and for any pair of non-isomorphic minimal projections $\pi_1$ and $\pi_2$, we have that $\text{Hom} (\pi_1, \pi_2) = 0$. 19
Definition 4.6  The principal (multi-)graph of a semisimple planar algebra has as vertices the isomorphism classes of minimal projections, and there are
\[ \dim \text{Hom}(\pi_1 \otimes X, \pi_2) \]
(edges between the vertices \( \pi_1 \in P_n \) and \( \pi_2 \in P_m \)).

Our definitions here are particularly simple because we work in the context of unshaded planar algebras. A slight variation works for a shaded planar algebra as well.

4.1.1 The minimal projections of \( \mathcal{PA}(S) \)

Now we can use the definitions of the previous section to explain why we call \( \mathcal{PA}(S) \) the \( D_{2n} \) planar algebra.

Theorem 4.7  The planar algebra \( D_{2n} \) is semi-simple, with minimal projections \( f^{(k)} \) for \( k = 0, \ldots, 2n - 3 \) along with \( P \) and \( Q \) defined by
\[ P = \frac{1}{2} \left( f^{(2n-2)} + S \right) \]
and
\[ Q = \frac{1}{2} \left( f^{(2n-2)} - S \right). \]

The principal graph is the Dynkin diagram \( D_{2n} \).

Proof  Observe that \( f^{(2n-2)} \cdot S = S \) (as the identity has weight 1 in \( f^{(2n-2)} \) and all non-identity Temperley-Lieb pictures have product 0 with \( S \)) and \( S^2 = f^{(2n-2)} \). We see that \( P \) and \( Q \) are projections. Let \( \mathcal{M} = \{ f^{(1)}, \ldots, f^{(2n-3)}, P, Q \} \). By Lemmas 4.8 and 1.9 (below) every projection in \( \mathcal{M} \) is minimal. Lemma 4.10 says there are no nonzero morphisms between different elements of \( \mathcal{M} \). By Lemmas 4.11, 4.12, and 4.13 we see that for each \( Y \in \mathcal{M} \), the projection \( Y \otimes f^{(1)} \) is isomorphic to a direct sum of projections in \( \mathcal{M} \). Thus, because every projection is a summand of 1 \( \in P_n \) for some \( n \), every minimal projection is in \( \mathcal{M} \). Finally from Lemmas 4.11, 4.12, and 4.13 we read off that the principal graph for our planar algebra is the Dynkin diagram \( D_{2n} \).

\[ \text{4 For a shaded planar algebra, we construct a 2-category with two objects ‘shaded’ and ‘unshaded’. The 1-morphisms from } A \text{ to } B \text{ are now the projections in the planar algebra, where } A \text{ is the shading at the marked point, and } B \text{ is the shading opposite the marked point. The 2-morphisms are defined the same way as the morphisms were above. This 2-category is equivalent to the 2-category of } N, M \text{ bimodules for the type } II_1 \text{ subfactor } N \subset M \text{ associated to the shaded planar algebra, as described in } [3]. \]
Remark. Since $S^* = S$, all the projections are self-adjoint. The projections $f^{(k)}$ are all self-dual. The projections $P$ and $Q$ are self-dual when $n$ is odd, and when $n$ is even, $\overline{P} = Q$ and $\overline{Q} = P$. These facts follow immediately from the definitions, and the rotation relation (2).

Lemma 4.8 The Jones-Wenzl idempotents $f^{(k)}$ for $k = 0, \ldots, f^{(2n-3)}$ are minimal.

Remark. The minimality of the empty diagram, $f^{(0)}$, is exactly the fact that any closed diagram evaluates to a multiple of the empty diagram; that is, $\dim \mathcal{P}A(S)_{0} = 1$.

Proof The space $\text{Hom} \left( f^{(i)}, f^{(i)} \right)$ consists of all diagrams obtained by filling in the empty ellipse in the following diagram.

We want to show that any such diagram which is non-zero is equal to a multiple of the diagram gotten by inserting the identity into the empty ellipse. By Corollary 3.3 we need only consider diagrams with 0 or 1 $S$ boxes. First consider inserting any Temperley-Lieb diagram. Since any cap applied to a Jones-Wenzl is zero, the ellipse must contain no cups or caps, hence it is a multiple of the identity. Now consider any diagram with exactly one $S$. Since $S$ has $4n-4$ strands, and $2i \leq 4n-6$, any such diagram must cap off the $S$, hence it vanishes.

Lemma 4.9 The projections $P = \frac{1}{2} \left( f^{(2n-2)} + S \right)$ and $Q = \frac{1}{2} \left( f^{(2n-2)} - S \right)$ are minimal.

Proof The two proofs are identical, so we do the $P$ case. The space $\text{Hom} \left( P, P \right)$ consists of all ways of filling in the following diagram.

We want to show that any such diagram which is non-zero is equal to a multiple of the diagram with the identity inserted. Again we use Corollary 3.3. First consider any Temperley-Lieb diagram drawn there. Since any cap applied to $P$ is zero, the diagram must have no cups or caps, hence it is a multiple of the identity. Now
consider any diagram with exactly one $S$. Since $S$ has $4n - 4$ strands, any such diagram which does not cap off $S$ must be (up to rotation) the following diagram.

\[ \text{Diagram} \]

Since $PS = P$, this diagram is a multiple of the diagram with the identity inserted. \hfill \Box

**Lemma 4.10** If $A$ and $B$ are two distinct projections from the set

\[ \{ f^{(0)}, f^{(1)}, \ldots, f^{(2n-3)}, P, Q \} \]

then $\text{Hom}(A, B) = 0$.

**Proof** Suppose $A$ and $B$ are distinct Jones-Wenzl projections. Any morphism between them with exactly one $S$ must cap off the $S$, and so is 0. Any morphism between them in Temperley-Lieb must cap off either $A$ or $B$ and so is zero. If $A$ is a Jones-Wenzl projection, while $B$ is $P$ or $Q$, exactly the same argument holds.

If $A = P$ and $B = Q$, we see that the morphism space is spanned by Temperley-Lieb diagrams and the diagram with a single $S$ box. Changing basis, the morphism space is spanned by non-identity Temperley-Lieb diagrams, along with $P$ and $Q$. Non-identity Temperley-Lieb diagrams are all zero as morphisms, because they result in attaching a cap to both $P$ and $Q$. The elements $P$ and $Q$ are themselves zero as morphisms from $P$ to $Q$, because $PQ = QP = 0$. \hfill \Box

**Lemma 4.11** The projection $f^{(k)} \otimes f^{(1)}$ is isomorphic to $f^{(k-1)} \oplus f^{(k+1)}$ for $k = 1, \ldots, 2n - 4$.

**Proof** This is a well known result about Temperley-Lieb. The explicit isomorphisms are

\[
\begin{pmatrix}
\frac{[m]}{[m+1]}_q \\
\vdots \\
\frac{[n]}{[n+1]}_q \\
\end{pmatrix}
\begin{pmatrix}
\cdots \\
\frac{f^{(k-1)}}{f^{(k)}} \\
\cdots \\
\end{pmatrix}
\Rightarrow f^{(k-1)} \oplus f^{(k+1)}
\]
and

\[
\begin{pmatrix}
\vdots \\
 f^{(k-1)} \\
 f^{(k)}
\end{pmatrix}
\quad \begin{pmatrix}
\vdots \\
 f^{(k-1)} \\
 f^{(k)}
\end{pmatrix}
: f^{(k-1)} \oplus f^{(k+1)} \rightarrow \begin{pmatrix}
\vdots \\
 f^{(k)}
\end{pmatrix}.
\]

The fact that these are inverses to each other is exactly Wenzl’s relation (2.1). □

**Lemma 4.12** The projection \( f^{(2n-3)} \otimes f^{(1)} \) is isomorphic to \( f^{(2n-4)} \oplus P \oplus Q \).

**Proof** The explicit isomorphisms are:

\[
\begin{pmatrix}
\vdots \\
 f^{(2n-3)}
\end{pmatrix}
\begin{pmatrix}
\vdots \\
 f^{(2n-3)}
\end{pmatrix}
: f^{(2n-3)} \rightarrow f^{(2n-4)} \oplus P \oplus Q
\]

and

\[
\begin{pmatrix}
\vdots \\
 f^{(2n-3)}
\end{pmatrix}
\begin{pmatrix}
\vdots \\
 f^{(2n-3)}
\end{pmatrix}
: f^{(2n-3)} \oplus P \oplus Q \rightarrow \begin{pmatrix}
\vdots \\
 f^{(2n-3)}
\end{pmatrix}.
\]

The fact that these are inverses to each other follows from Wenzl’s relation and the fact that \( P \) and \( Q \) absorb Jones-Wenzl idempotents (ie, \( f^{(2n-3)} \cdot P = P \) and \( f^{(2n-3)} \cdot Q = Q \)). □

**Lemma 4.13** \( P \otimes f^{(1)} \cong f^{(2n-3)} \) and \( Q \otimes f^{(1)} \cong f^{(2n-3)} \).

**Proof** We claim that the maps

\[
[2]_q \begin{pmatrix}
 P \\
\vdots \\
 f^{(2n-3)}
\end{pmatrix} : P \otimes f^{(1)} \rightarrow f^{(2n-3)}
\]

and

\[
\begin{pmatrix}
 f^{(2n-3)} \\
\vdots \\
 P
\end{pmatrix} : f^{(2n-3)} \rightarrow P \otimes f^{(1)}
\]
are isomorphisms inverse to each other. To check this, we need to verify

\[
[2]_q \cdot \begin{array}{c}
\vdots \\
P \\
\vdots \\
\vdots
\end{array}
\begin{array}{c}
\vdots \\
f(2n-3) \\
\vdots \\
\vdots
\end{array}
= f(2n-3)
\quad \text{and} \quad
[2]_q \cdot \begin{array}{c}
P \\
\vdots \\
\vdots
\end{array}
\begin{array}{c}
\vdots \\
f(2n-3) \\
\vdots \\
\vdots
\end{array}
= P \otimes f^{(1)}.
\]

The first equality is straightforward: capping \(P = \frac{1}{2}f^{(2n-2)} + S\) on the right side kills its \(S\) component, and then the equality follows from the partial trace relation and the observation that \(\frac{[2n-1]}{[2n-2]}_q = 2\frac{[n]}{[n]}_q\). The second will take a bit more work to establish, but it’s not hard. We first observe that \(P \cdot f(2n-3) = P\), then expand both \(P\)s as \(\frac{1}{2}(f^{(2n-2)} + S)\). Thus

\[
[2]_q \cdot \begin{array}{c}
P \\
\vdots \\
\vdots
\end{array}
\begin{array}{c}
\vdots \\
f(2n-2) \\
\vdots \\
\vdots
\end{array}
= [2]_q \cdot \begin{array}{c}
\vdots \\
\frac{1}{2}(f(2n-2) + S) \\
\vdots \\
\vdots
\end{array}
= \frac{[2]_q}{4} \cdot \left(\begin{array}{c}
\vdots \\
f(2n-2) \\
\vdots \\
\vdots
\end{array} + \begin{array}{c}
\vdots \\
f(2n-2) \\
\vdots \\
\vdots
\end{array} + \begin{array}{c}
\vdots \\
S \\
\vdots \\
\vdots
\end{array} + \begin{array}{c}
\vdots \\
S \\
\vdots \\
\vdots
\end{array}\right),
\]

and applying Wenzl’s relation to the first term and the two-S relation to the fourth term yields

\[
= \frac{[2]_q}{4} \cdot \left(\begin{array}{c}
\vdots \\
\frac{[2n-1]}{[2n-2]}_q f^{(2n-2)} \\
\vdots \\
\vdots
\end{array} - \frac{[2n-1]}{[2n-2]}_q f^{(2n-1)} \right)
\]

\[
= \frac{[2n-1]}{[2n-2]}_q f^{(2n-2)} + \frac{[2n-1]}{[2n]}_q f^{(2n-1)}
\]

\[
\begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots
\end{array} + \begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots
\end{array} + \begin{array}{c}
\vdots \\
S \\
\vdots \\
\vdots
\end{array} + \begin{array}{c}
\vdots \\
S \\
\vdots \\
\vdots
\end{array}.
\]
Because \([k]_q = [4n - 2 - k]_q\) we can cancel the second and fifth terms; and using 
\[
\frac{[2n-1]_q}{[2n-2]_q} = \frac{2}{[2]_q}
\]
gain we get

\[
= \frac{[2]_q}{4} \cdot \left( \begin{array}{c}
2 \\
\vdots \\
2n-2 \\
\vdots \\
2n-1 \\
\vdots \\
\end{array} \right) + \left( \begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array} \right) + \left( \begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array} \right).
\]

At this point, we use part 4 of Theorem 3.1 to show

\[
\begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array} + \begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array} = \frac{2}{[2]_q} \begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array}.
\]

Start at the top left of the pictures, and take the first 4\(n - 4\) cappings in the 
counterclockwise direction. Most of these give zero immediately, and the three we 
are left to check are

\[
\begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array} + \begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array} = \frac{2}{[2]_q} \begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array},
\]

and

\[
\begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array} + \begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array} = \frac{2}{[2]_q} \begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array} = 2 \begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array}.
\]

The first two of these follows from the partial trace relation (Equation \([2,2]\)) and 
\(f^{(2n-3)} \cdot S = S\), and the third follows from \(f^{(2n-2)} \cdot S = S\). Therefore, we conclude

\[
\begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array} = \frac{[2]_q}{4} \cdot \frac{2}{[2]_q} \left( \begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array} \right) + \begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array} = \begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array}.
\]
which is what we wanted to show.

4.1.2 The tensor product decompositions

We do not prove the formulas that follow, and they are not essential to this paper. Nevertheless, we include the full tensor product table of $D_{2n}$ for the sake of making this description of $D_{2n}$ as complete as possible. Partial tensor product tables appear in [13] §3.5 and [22] §7.

Using the methods of this paper, one could prove that these tensor product formulas hold by producing explicit bases for all the appropriate Hom spaces in the tensor category of projections. However, this method would not show that these formulas are the only extension of the data encoded in the principal graph.

Much of this is proved in [13], except for the formula for $f(j) \otimes f(k)$ when $2n - 2 \leq j + k \leq 4n - 4$ in Equation (4.1) and the formula for $P \otimes f(2k+1)$ and $Q \otimes f(2k+1)$ in Equation (4.2). Nonetheless, the methods of [13] readily extend to give the remaining formulas. With the same exceptions, along with Equations (4.3) and (4.4), these are proved in [22], by quite different methods. Further, [13] proves there is no associative tensor product extending the tensor product data encoded in the principal graphs $D_{2n+1 \geq 5}$ with an odd number of vertices.

**Theorem 4.14** The tensor product structure is commutative, and described by the following isomorphisms.

When $j + k < 2n - 2$

$$f(j) \otimes f(k) \cong \bigoplus_{l=\frac{j+k}{2}} f(2l)$$

and when $2n - 2 \leq j + k \leq 4n - 4$

$$f(j) \otimes f(k) \cong \begin{cases} 
\bigoplus_{l=\frac{j+k}{2}} f(2l) & \text{if } j + k \text{ is even} \\
\bigoplus_{l=\frac{j+k}{2}} f(2l) & \text{if } j + k \text{ is odd}
\end{cases}$$

Moreover

$$P \otimes f(2k+1) \cong Q \otimes f(2k+1) \cong \bigoplus_{l=0}^{k} f(2n-2l-3)$$

(4.2)

$$P \otimes f(2k) \cong \begin{cases} 
P \bigoplus_{l=0}^{k-1} f(2n-2l-4) & \text{if } k \text{ is even} \\
Q \bigoplus_{l=0}^{k-1} f(2n-2l-4) & \text{if } k \text{ is odd}
\end{cases}$$

(4.3)

$$Q \otimes f(2k) \cong \begin{cases} 
Q \bigoplus_{l=0}^{k-1} f(2n-2l-4) & \text{if } k \text{ is even} \\
P \bigoplus_{l=0}^{k-1} f(2n-2l-4) & \text{if } k \text{ is odd}
\end{cases}$$

(4.4)
and when $n$ is even

\[ P \otimes P \cong Q \oplus \bigoplus_{l=0}^{\frac{n-3}{2}} f^{(4l+2)} \]

\[ Q \otimes Q \cong P \oplus \bigoplus_{l=0}^{\frac{n-3}{2}} f^{(4l+2)} \]

\[ P \otimes Q \cong Q \otimes P \cong \bigoplus_{l=0}^{n-4} f^{(4l)} \]

and when $n$ is odd

\[ P \otimes P \cong P \oplus \bigoplus_{l=0}^{\frac{n-3}{2}} f^{(4l)} \]

\[ Q \otimes Q \cong Q \oplus \bigoplus_{l=0}^{\frac{n-3}{2}} f^{(4l)} \]

\[ P \otimes Q \cong Q \otimes P \cong \bigoplus_{l=0}^{n-4} f^{(4l+2)} \]

4.2 A basis for the planar algebra

In this section we present an explicit basis for the planar algebra, and use this to show that the generators and relations presentation from Definition 1.1 really does result in a positive definite planar algebra.

Each vector space $P \mathcal{A}(S)_m$ of the planar algebra also appears as a Hom space of the corresponding tensor category of projections, specifically as $\text{Hom}(1, X \otimes^m)$. We'll use a standard approach for describing bases for semisimple tensor categories, based on tree-diagrams.

For each triple of self-adjoint minimal projections $p, q, r$, we need to fix an orthogonal basis for $\text{Hom}(1, p \otimes q \otimes r)$. Call these bases $\{v_\lambda\}_{\lambda \in B(p,q,r)}$. If we take the adjoint of $v_\lambda \in \text{Hom}(1, p \otimes q \otimes r)$, we get $v_\lambda^* \in \text{Hom}(p \otimes q \otimes r, 1)$.

In fact, we'll only need to do this when one of the three projections $p, q$ and $r$ is just $X$. In these cases, we've already implicitly described the Hom spaces in Lemmas 4.11, 4.12 and 4.13.

We can now interpret certain planar trivalent graphs as notations for elements of the planar algebra. The graphs have oriented edges labelled by projections, but where we allow reversing the orientation and replacing the projection with its dual.\(^5\) The graphs have vertices labelled by elements of the sets $B(p,q,r)$ described above.

\(^5\)We’ll leave off orientations on edges labelled by $X$, since it’s self dual. In fact, all the minimal projections are self dual, except for $P$ and $Q$ when $n$ is even, in which case $P = \overline{Q} = Q$ and $Q = P$. 
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(where \( p, q \) and \( r \) are the projections on the edges \textit{leaving} the vertex). If \( \#B(p, q, r) = 1 \) we may leave off the label at that vertex.

To produce an element of the planar algebra from such a graph, we simply replace each edge labelled by a projection \( p \) in \( PA(S)_{2m} \) with \( m \) parallel strands, with the projection \( p \) drawn across them, and each trivalent vertex labelled by \( \lambda \) with the element \( v_\lambda \in \text{Hom}(1, p \otimes q \otimes r) \).

As a first example,

\textbf{Definition 4.15} We call the norm of the element \( v_\lambda \), with \( \lambda \in B(p, q, r) \), the theta-symbol:

\[ \theta(p, q, r; \lambda) := \]

\textbf{Definition 4.16} Fix a list of minimal projections \((p_i)_{0 \leq i \leq k+1}\), called the boundary. A tree diagram for this boundary is a trivalent graph of the form:

\[ p_0 \quad p_1 \quad p_2 \quad \cdots \quad p_{k-1} \quad p_k \quad p_{k+1} \]

It is labelled by

- another list of minimal projections \((q_i)_{1 \leq i \leq k-1}\) such that \( q_i \) is a summand of \( q_{i-1} \otimes p_i \) for each \( 1 \leq i \leq k \), or equivalently that \( B(q_i, q_{i-1}, p_i) \neq \emptyset \) (here we make the identifications \( q_0 = p_0 \) and \( q_k = p_{k+1} \)),
- and for each \( 1 \leq i \leq k \), a choice of orthogonal basis vector \( v_{\lambda_i} \), with \( \lambda_i \in B(q_i, q_{i-1}, p_i) \).

\textbf{Theorem 4.17} The \( k \)-strand identity can be written as a sum of tree diagrams. (We'll assume there are no multiple edges in the principal graph for the exposition here; otherwise, we need to remember labels at vertices.) Let \( \Gamma_{k-1} \) be the set of length \( k-1 \) paths on the principal graph starting at \( X \). (Thus if \( \gamma \in \Gamma_{k-1} \), \( \gamma_0 = X \).)
and the endpoint of the path is $\gamma_{k-1}$.) Then

$$
= \sum_{\gamma \in \Gamma_{k-1}} \prod_{i=0}^{k-2} \frac{\text{tr}(\gamma_{i+1})}{\theta(\gamma_i, \gamma_{i+1}, X)}
$$

**Proof** We induct on $k$.

When $k = 1$, the result is trivially true; the only path in $\Gamma_0$ is the constant path, with $\gamma(0) = X$, and there’s no coefficient.

To prove the result for $k + 1$, we replace the first $k$ strands on the left, obtaining

$$
= \sum_{\gamma \in P_k} \prod_{i=0}^{k-2} \frac{\text{tr}(\gamma_{i+1})}{\theta(\gamma_i, \gamma_{i+1}, X)}
$$

and then use the identity

$$
\frac{\text{tr}(\gamma_k)}{\theta(\gamma_k, \gamma_{k-1}, X)} = \sum_{\gamma_{k-1} \text{ adjacent to } \gamma_{k-1}} \frac{\text{tr}(\gamma_k)}{\theta(\gamma_{k-1}, \gamma_k, X)}
$$

(which certainly holds with some coefficients, by the definition of the principal graph, and with these particular coefficients by multiplying in turn both sides by each of the terms on the right) to obtain the desired result.

**Theorem 4.18** The tree diagrams with boundary labelled entirely by $X$ give a positive orthogonal basis for the invariant space $\text{Hom}(1, X^{\otimes n})$.

**Remark.** Actually, the tree diagrams with boundary $(p_i)$ give an orthogonal basis for the invariant space $\text{Hom}(1, \bigotimes_i p_i)$, but we won’t prove that here. We’d need to exhibit explicit bases for all the triple invariant spaces in order to check positivity, and a slightly stronger version of Theorem 4.17.

**Proof** To see that the tree diagrams are all orthogonal is just part of the standard
machinery of semisimple tensor categories — make repeated use of the formulas

\[ p = \text{tr}(p) \]

\[ q \]

\[ s = \delta_p q \delta_{\mu = \lambda} \cdot \frac{\theta(\mathcal{P}, r, s; \lambda)}{\text{tr}(p)} \]

where \( \lambda \in B(\mathcal{P}, r, s) \) and \( \mu \in B(\mathcal{P}, \mathcal{P}, q) \). (In fact, this proves that the tree diagrams are orthogonal for arbitrary boundaries).

The norm of a tree diagram is a ratio of theta symbols and traces of projections. The trace of \( f^{(k)} \) is \( [k + 1]q \), and \( \text{tr}(P) = \text{tr}(Q) = \frac{[2n-2]q^2}{2} \), and these quantities are all positive at our value of \( q \). Further, the theta symbols with one edge labelled by \( X \) are all easy to calculate (recall the relevant one-dimensional bases for the Hom spaces were described in Lemmas 4.11, 4.12 and 4.13), and in fact are just equal to traces of these same projections:

\[ \theta(f^{(k-1)}, f^{(k)}, X) = \text{tr}(f^{(k)}) \]

\[ \theta(f^{(2n-3)}, P, X) = \text{tr}(P) \]

\[ \theta(f^{(2n-3)}, Q, X) = \text{tr}(Q) \]

Since these are all positive, the norms of tree diagrams are positive.

To see that the tree diagrams span, we make use of Theorem 4.17 and Lemma 4.10. Take an arbitrary open diagram \( D \) with \( k \) boundary points, and write it as \( D \cdot 1_k \). Apply Theorem 4.17 to \( 1_k \), and observe that all terms indexed by paths not ending at \( f^{(0)} \) are zero, by Lemma 4.10 (here we think of \( D \) as having an extra boundary point labeled by \( f^{(0)} \), so we get a map from \( f^{(0)} \) to the endpoint of the path). In the remaining terms, we have the disjoint union (after erasing the innermost edge labeled by \( f^{(0)} \)) of a closed diagram and a tree diagram. Since all closed diagrams can be evaluated, by Corollary 3.4, we see we have rewritten an arbitrary diagram as a linear combination of tree diagrams.

**Corollary 4.19** The planar algebra given by generators and relations in Definition 1.1 is positive definite.

Therefore, \( \mathcal{P}A(S) \) is indeed the subfactor planar algebra with principal graph \( D_{2n} \).

**A A brief note on \( T_n \), a related planar algebra**

In this section we briefly describe modifications of the skein relations for \( D_{2n} \) which give rise to the planar algebras \( T_n \). The planar algebras \( T_n \) have appeared previously in [22, 10, 9]. They are unshaded subfactor planar algebras in the sense we’ve
described in [23] but they are not \textit{shaded} subfactor planar algebras (the more usual sense).

The most direct construction of the $T_n$ planar algebra is to interpret the single strand as $f^{(2n-2)}$ in the Temperley-Lieb planar algebra $A_{2n}$, allowing arbitrary Temperley-Lieb diagrams with $(2n-2)m$ boundary points in the $m$-boxes. (Another way to say this, in the language of tensor categories with a distinguished tensor generator, is to take the even subcategory of $A_{2n}$, thought of as generated by $f^{(2n-2)}$.) This certainly ensures that $T_n$ exists; below we give a presentation by generators and relations.

We consider a skein theory with a $(k = 2n + 1)$ strand generator (allowing in this appendix boxes with odd numbers of boundary points), at the special value $q = e^{i\pi k/2}$, and relations analogous to those of Definition 1.1:

1. a closed loop is equal to $2\cos(\frac{\pi}{k+2})$,

2. $S \cdots \cdots S = i \cdot \cdots \cdots S$

3. $S = 0$

4. $S \cdots \cdots = [n + 1]_q \cdot f(k) \cdots \cdots$

A calculation analogous to that of Theorem 3.2 shows that we have the relations

\[
\begin{align*}
\cdots \cdots S &= Z_k^+ \cdots \cdots S & \text{and} & & \cdots \cdots S &= Z_k^- \cdots \cdots S
\end{align*}
\]

where $Z^- = Z^+ = (-1)^{\frac{k+1}{2}}$. (Recall that in the $D_{2n}$ case discussed in the body of the paper we had $Z^\pm = \pm 1$.) These relations allow us to repeat the arguments showing that closed diagrams can be evaluated, and that the planar algebra is spherical. When $k \equiv 3 \pmod{4}$ and $Z^\pm = +1$, the planar algebra $T_n$ is braided.

When $k \equiv 1 \pmod{4}$ and $Z^\pm = -1$, one can replace the usual crossing in Temperley-Lieb with minus itself; this is still a braiding on Temperley-Lieb. One then has instead $Z^\pm = +1$, and so the entire planar algebra is then honestly braided. Notice that $T_n$ is related to $A_{2n}$ in two different ways. First, $T_n$ contains $A_{2n}$ as a subplanar algebra (simply because any planar algebra at a special value of $[2]_q$ contains the corresponding Temperley-Lieb planar algebra). Second, $T_n$ is actually the even part
of $A_{2n}$, with an unusual choice of generator (see above). The first gives a candidate braiding – as we’ve seen it’s only an ‘almost braiding’ when $k \equiv 1 \pmod{4}$. The second automatically gives an honest braiding, and in the $k \equiv 1 \pmod{4}$ case it’s the negative of the first one.

Following through the consistency argument of §3.3 mutatis mutandi, we see that these relations do not collapse the planar algebra to zero. Further, along the lines of §4.1 we can show that the tensor category of projections is semisimple, with \( \{ f^{(0)}, f^{(1)}, \ldots, f^{(k-1)/2} \} \) forming a complete orthogonal set of minimal projections. The element $S$ in the planar algebra gives rise to isomorphisms $f^{(i)} \cong f^{(k-i)}$ for $i = 0, \ldots, \frac{k-1}{2}$. Further, the principal graph is $T_{\frac{k-1}{2}}$, the tadpole graph:

![Tadpole Graph]
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